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Chapter 5
Computer Systems Organization
A Guide to this Instructor’s Manual:

We have designed this Instructor’s Manual to supplement and enhance your teaching experience through classroom activities and a cohesive chapter summary.
This document is organized chronologically, using the same headings that you see in the textbook. Under the headings you will find: lecture notes that summarize the section, Teaching Tips, Class Discussion Topics, and Additional Projects and Resources. Pay special attention to teaching tips and activities geared towards quizzing your students and enhancing their critical thinking skills.
In addition to this Instructor’s Manual, our Instructor’s Resources also contain PowerPoint Presentations, Test Banks, and other supplements to aid in your teaching experience.
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Overview

Chapter 5 moves up one level in the hierarchy of abstraction to talk about how the Von Neumann architecture works, built out of circuit pieces from the preceding chapter, along with other parts. It outlines the characteristics of the Von Neumann architecture, and then looks in detail at each piece of the processor required to implement the architecture.  The chapter explains how information is organized, stored and retrieved from random access memory. It describes different I/O devices, particularly mass storage devices, and the need for I/O controllers to handle the slow speed of I/O devices. It describes the ALU and the control unit, and how all those pieces fit together to form a Von Neumann machine. It then discusses some reasons why the Von Neumann architecture is becoming limited, and describes work in parallel processing to get around the Von Neumann bottleneck.
Teaching Tips

5.1 Introduction

1. Introduce the terms functional units, and computer organization. Computer organization is the field within computer science that examines the functional units of a computer’s hardware. Note that this field is distinct from hardware design.
2. Emphasize the importance in computer science of using levels of abstraction to manage the complexity of computer and software systems. Introduce the term hierarchy of abstractions, and illustrate it with the example of transistors grouped into gates, and gates into circuits. Note that the process of abstracting away details occurs at all levels of computer science.
5.2 The Components of a Computer System
1. Introduce the term Von Neumann architecture, and stress that it is the foundation for virtually all modern computers.

2. The Von Neumann architecture has three characteristics: the Central Processing Unit (CPU), the stored program concept, and the sequential execution of instructions. The CPU consists of memory, input/output, the arithmetic/logic unit (ALU), and the control unit.

5.2.1 Memory and Cache

1. Introduce the terms memory and random access memory (RAM). All data stored in memory is represented using the binary representations from chapter 4.

2. Introduce the term read-only memory (ROM), as a form of RAM that is prerecorded with its values and cannot be changed.

3. Memory is divided into cells of a fixed size, and each cell is labeled with a unique number; its address. A computer’s cell size or memory width is the number of bits per cell, usually 8 bits these days. 

4. The number of cells in a memory relates to the number of bits in each memory address. N bits in the address mean 2N different addresses, thus the maximum memory size or address space is determined. Emphasize the difference between the address of a memory cell and its value. Use the metaphor of addresses on houses, versus the people who live in a house.

5. Memory operations are called fetch and store; introduce the terms nondestructive fetch and destructive store. RAM takes a fixed time to fetch or store to every memory cell: memory access time, currently 5-10 nanoseconds.

6. Memory registers are used to perform fetch and store operations. The Memory Address Register (MAR) holds the address to operate on; the Memory Data Register (MDR) receives the data being fetched or stored. Discuss the use of decoder circuits to convert the value in the MAR to a signal to a specific memory circuit. The fetch/store controller ensures that data flows either into the MDR or from the MDR.
7. Discuss different speeds of memory and why they are needed: RAM, registers, and cache memory. Cache memory stores values based on the principle of locality. The cache hit rate is the percentage of times a memory value is found in cache memory, rather than requiring an access of regular RAM.
Quick Quiz 1

1. ___________ is the unique number associated with each cell in a random-access memory. 
Answer: an address
2. (True or False) Integers inside most computers are limited to the values that can fit in one memory cell.

Answer: False
3. (True or False) A fetch operation destroys the contents of a memory cell.

Answer: False

4. In order to perform fetch and store operations, name two circuits besides memory cells that a RAM must have. 

Answer: a decoder (to convert the address to a signal to a specific cell) and a fetch/store controller (to ensure data flows the right way)
5. Higher-speed memory used to store values likely to be accessed is called ___________.

Answer: cache memory
5.2.2 Input/Output and Mass Storage
1. Introduce the term input/output (I/O) and emphasize that I/O devices include those intended to communicate with humans (keyboards, screens, speakers), those used to communicate with external data store, and those used to communicate with other computer.

2. Introduce the terms volatile memory and nonvolatile memory to motivate the importance of mass storage systems. There are two important kinds: direct access storage devices (DASDs) and sequential access storage devices (SASDs).

3. Hard drives, CDs, and DVDs are direct access storage devices. Drives divide the disk surface into tracks and sectors, and retrieve one sector at a time. Sectors are addressed, much like cells in RAM, but each addressed section is much larger. Time to retrieve data is based on three factors: seek time, latency, and transfer time. Sequential access storage devices are much less common, and are typically used for making backup copies of memory or drive data.

	Teaching Tip 


	Bring an old hard drive into the classroom; ideally one that can still function. Take the drive apart, and demonstrate its function for the class. Use it as a specific example for discussing access speed.




4. Introduce the term I/O controller, and its importance as intermediary between the “slow” I/O devices (on the order of milliseconds or microseconds, not nanoseconds) and the rest of the computer. The I/O controller signals the process or when an I/O operation is done using an interrupt signal. Use an anthropomorphic metaphor of a busy person handing a tedious task to a friend, the interrupt signal could be a text, phone call, or raising a flag.

5.2.3 The Arithmetic/Logic Unit
1. Introduce the term arithmetic/logic unit (ALU), and note it is part of the processor. The ALU contains circuits to perform arithmetic operations and also comparisons and other logical operations. The data path is how information flows to registers, through the ALU circuitry to other registers, and ultimately out of the ALU. 

2. Registers are very fast memory, and have a specific purpose: often connected to specific circuits.

3. Most ALU designs feed data from register to all operation circuits, and use a multiplexor to select the desired answer.

5.2.4 The Control Unit
1. Introduce the term control unit and its importance for implementing the stored program characteristic of the Von Neumann architecture. The control unit fetches instructions from memory, decodes them, and executes them.

2. Introduce the term machine language, and describe their typical format. Mention that in very early days, computer programmers had to write their programs in binary.

3. Introduce the term instruction set, the set of instructions a given processor has been constructed to execute. Note that this is why you must download software designed for your specific machine: different processors speak different languages.

4. Describe two different approaches to instruction set design: RISC machines, and CISC machines. Many modern systems have aspects of both RISC and CISC design.

5. Instruction sets contain four kinds of instructions: data transfer, arithmetic, comparison, and branch. The examples in the text are in the form that will be used in later chapters.

6. Remind students of the task of a control unit, and describe the basic components: the instruction decoder circuit and two registers: the program counter (PC) and the instruction register (IR). Describe the purpose of each register and how they relate to the MAR and MDR from earlier. The instruction decoder is a decoder circuit that operates on the op code portion of the instruction in the IR.
Quick Quiz 2
1. What does the ALU do?
Answer: performs arithmetic and logical operations 
2. (True or False) Different computer chips, processors, use different machine language.

 Answer: True

3. Give two of the kinds of instructions most instructions sets contain.

Answer: Any two of: data transfer, arithmetic, comparison, and branch

4. (True or False) The instruction register (IR) holds the address of the cell in memory where the next instruction is stored.

Answer: False

5.3 Putting the Pieces Together---the Von Neumann Architecture
1. Display figure 5.24 that shows the whole Von Neumann machine; emphasize to students that they should now know how each part of that diagram works.
2. Discuss the Von Neumann cycle. Emphasize that, while the cycle may be described algorithmically, the computer must implement the actual cycle in its hardware. Go over the detailed steps of the cycle for several specific example instructions; then ask your students to do the same for one or two additional instructions, using the same notation.

	Teaching Tip 


	Have students act out the pieces of the Von Neumann architecture, taking on roles as control, ALU, memory, and/or even I/O controller circuitry.




5.4 Non-Von Neumann Architectures
1. Explain Moore’s Law and problems with it in recent years. Harder to place more gates on a circuit, problem sizes growing, heat dissipation an increasing issue. Introduce the term Von Neumann bottleneck.

2. Introduce the term non-Von Neumann architectures. Explain that, while much new architecture is studied in research, parallel processing has been around for many years and is currently growing in importance.

3. Introduce the term SIMD parallel processing, where only the ALU is duplicated. It is particularly useful for vector processing, and was the dominant form for supercomputers starting in the 1980s.

4. Introduce the term MIMD parallel processing, also called cluster computing. More commonly used in recent years. Processors are duplicated in this model. MIMD parallelism is easily scalable; the downside is the need for communications over an interconnection network. Grid computing extends the MIMD model to different kinds of computers scattered across the Internet.

5. Introduce the term parallel algorithms, as a separate field of study in computer science.

Quick Quiz 3
1. A parallel architecture where the ALU is duplicated many times is called ____________.
Answer: SIMD
2. (True or False) Grid computing is an example of MIMD parallel processing.
Answer: True

(a) The problem of sequential processors being unable to perform very large computations in a reasonable time is called ____________.

Answer: the Von Neumann bottleneck

Class Discussion Topics

1. Think about examples of abstractions we use with the computer on a regular basis. What are some metaphors provided by applications or your operating system?
2. Compare RAM with nonvolatile memory like the computer’s hard drive. List the features of each, and compare them with each other? Where they differ in design, why would the designers have made the choices they made?

3. Why might the MIMD model for parallel processing be preferred over the SIMD model?
Additional Projects
1. Describe in a step-by-step way what would happen within the RAM memory system if we wanted to store the binary byte 11011000 to memory cell 452.  What if we wanted to fetch the value from cell 102, add one to it, and store the value back into 102?

2. Using the notation from pages 254 and 255, write out the execute phase steps for the JUMP X instruction.
3. List the places in the processor where circuits described in chapter 4 occur, and what they are used for.

Additional Resources

1. Web page and video that explain how flash memory works: http://computer.howstuffworks.com/flash-memory.htm http://www.youtube.com/watch?v=kNGvZGz7dmE
2. Intel has an online curriculum that talks about hardware and processor design, among other topics. While designed for K-12, it could be useful here as well: http://educate.intel.com/en/TheJourneyInside
3. The Computer History Museum has an online exhibit about supercomputers: http://www.computerhistory.org/revolution/supercomputers/10/intro
Key Terms
· Address space (max memory size): The maximum amount of memory that a computer can physically hold. It is determined by the size of the address field.

· Arithmetic/logic unit (ALU): A computer subsystem that performs such mathematical and logical operations as addition, subtraction, and comparison for equality.

· Cache hit rate: The percentage of the time that the information needed is in cache memory

· Cache memory: A special high-speed memory unit that keeps a copy of memory cells with a high likelihood of access in the near future.

· CISC machine: Complex Instruct Set Computer; a machine that has a very large and complex instruction set.

· Cluster computing: In which independent systems such as mainframes, desktops, or laptops are interconnected by a local area network (LAN) like the Ethernet or a wide area network (WAN) such as the Internet; also called MIMD parallel processing

· Computer organization: The branch of computer science that studies computers in terms of their major functional units and how they work.

· Control unit: The computer subsystem that fetches and executes instructions stored in the memory of the computer.

· Data path: The ALU circuits, registers, and interconnections between components.

· Destructive store: When you change the contents of a memory cell you destroy its previous contents and replace it with the new contents.

· Direct access storage devices: A mass storage device in which each unit of information is associated with a unique address, but the time to access each piece of information may not be the same.

· Fetch/store controller: The component that determines whether a value will be placed into memory or taken out of memory.

· Functional units: Subunits of a computer that perform tasks such as instruction processing, information storage, computation, and data transfer.

· Grid computing: A MIMD model in which the individual processors can be computer systems belonging to a wide range of groups or individuals.

· Hierarchy of abstractions: A series of abstractions, each one more detailed and each one showing lower level components of a system.

· I/O controller: A special-purpose device that controls the operations of an input/output device.

· Input/output (I/O): The devices that allow a computer system to communicate and interact with the outside world as well as store information.

· Instruction register (IR): The register that holds a copy of the instruction to be executed.

· Instruction set: The set of all operations that can be executed by a processor.

· Interrupt signal: A signal sent by the I/O controller to the CPU to let it know that it has completed an I/O operation.

· Latency: The time required to rotate the disk to the beginning of the desired sector.

· Level of abstraction: A specific way to view a system.

· Machine language: The programming language that a processor is directly able to understand and execute. It is written in binary.

· Mass storage systems: Systems or devices where information is kept for long periods of time and not lost when the computer is not being used.

· Memory: The functional unit of a computer that stores and retrieves the instructions and the data being executed.

· Memory access time: The time it takes to fetch or store the contents of a single memory cell

· Memory address: The unique numeric identifier for a memory cell.

· Memory Address Register (MAR): The memory register that holds the address of the cell to be fetched or stored.

· Memory cell: The minimum unit of memory access.

· Memory Data Register (MDR): The memory register that holds the data value to be stored or the data value that was just fetched.

· Memory width (cell size): The number of bits in a single memory cell.

· MIMD parallel processing: A parallel processing model in which multiple processors all work independently on their own program to solve a single problem; MIMD stands for “multiple instruction stream/multiple data stream”; also called cluster computing.

· Nanosecond: One-billionth of a second.

· Non-destructive fetch: When you access the contents of a memory cell you only copy it; you do not destroy it.

· Non-Von Neumann Architectures: Computer designs based on models other than the standard Von Neumann architecture.

· Nonvolatile memory: Memory that does not lose its contents even when the power is turned off.

· Parallel algorithms: Algorithms that exploit the presence of multiple processors to solve a single problem.

· Parallel processing: Building computers with two or more processors that work in parallel.

· Principle of locality: When you access a memory cell the likelihood is that you will access memory cells with addresses very close to this one in the near future.

· Processor: A system that is composed of the ALU together with the control unit.

· Program counter (PC): The register that holds the address of the next instruction to be executed.

· Quantum computing: A field of computer design using the principles of quantum mechanics in which a single bit of information can be not just a 0 or a 1 but in both states at the same time.

· Random access memory (RAM): A memory structure in which each cell has an address and it takes the same amount of time to fetch or store any cell.

· Read-only memory (ROM): A memory structure that can only be accessed, not written into or changed.

· Register: A special, high-speed storage cell.

· RISC machine: Reduced Instruction Set Computer; a machine that has a very small and simple instruction set, but where each instruction is highly optimized and executes very quickly.

· Sector: A disk storage unit containing an address, a data block, and a fixed number of bytes. Sectors are arranged in concentric tracks on a disk.

· Seek time: The time required to move the read/write head to the correct track.

· Sequential access storage device: A mass storage device in which information is located by sequentially searching all the information that is stored.

· Sequential execution: When one instruction at a time is fetched from memory to the control unit, where it is decoded and executed.

· SIMD parallel processing: A parallel processing model in which multiple processors all execute the same instruction on their own local data; MIMD stands for “single instruction stream/multiple data stream.”

· Stored program: The instructions to be executed by the computer are represented as binary values and stored in memory.

· Track: A single concentric circle of information on a disk.

· Transfer time: The time required to read the desired sector into main memory.

· Vector: An ordered collection of values.

· Volatile memory: Memory that loses its contents when the power is turned off.
· Von Neumann architecture: The computational model designed by John Von Neumann and first implemented in the EDSAC computer of 1947; the structure and organization of virtually all modern computers.

· Von Neumann bottleneck: The inability of sequential, one-at-a-time processors to handle extremely large problems in a reasonable time scale.
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